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Abstract

This work describes briefly the accepted
techniques for obtaining and analyzing pressure
sensitive paint (PSP) image data. It then presents
interline transfer CCD (ITCCD) camera technol-
ogy, and suggests improved PSP image data
acquisition and analysis schemes based on this
technology. Specifically, an ITCCD camera can
make use of a double image feature that elimi-
nates the need for a “wind-off” reference image.
Double image data has been acquired. A more
elaborate model of the fluorescence decay was
developed, and a procedure for measuring pres-
sure directly from image data is presented.

Initial laboratory studies have shown that an
ITCCD camera can also be configured to acquire
phase information when a periodic excitation
source is applied to PSP. The details of such a
system are presented.

Background

Pressure Sensitive Paint

PSP refers to a class of photo-reactive paints
that fluoresce at a particular wavelength when
exposed to light of a different (shorter) wave-
length. As an example of a commercially available
PSP, Innovative Scientific Solutions, Inc. (ISSI)
manufactures products using a fluorinated plati-
num porphyrin species that absorbs visible short-
wavelength (350 nm < 4 < 550 nm) incident light
and fluoresces at longer visible wavelengths (4 =
650 nm).! The fluorescence intensity and decay
time depend on the temperature of the PSP and
partial pressure of oxygen in contact with the PSP
surface.

1

PSP Fluorescence Modeling

The Stern-Volmer fluorescence quenching
model describes both the steady state and tran-
sient emission behavior of PSP.>* Equations (1)
and (2) are respectively the time-integrated-inten-
sity (steady state) and lifetime (transient) forms of
Stern-Volmer equation as they are commonly
represented in PSP literature.” *>°
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where

I, = thetime-integrated intensity of the fluoro-
phore in the absence of a quenching agent
(oxygen).

7, = the transient decay time constant of the

fluorophore in the absence of a quenching
agent (oxygen).

the time-integrated intensity of the fluoro-
phore in the presence of a partial pressure
of oxygen [O,].

the transient decay time constant of the
fluorophore in the presence of a partial
pressure of oxygen [O,].

the Stern-Volmer coefficient: a physical
parameter specific to a fluorescent species
with units inverse to that of the partial
pressure of oxygen.
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The most common use of PSP is in pressure
experiments where the concentration of oxygen
does not change but the total atmospheric pres-
sure varies. In this case, the atmospheric pressure
p = [0,] and the right-hand sides of equations (1)
and (2) are both expressed as 1 + kp.

The Pressure Sensitive Paint Technique

PSP experiments are commonly performed in
an environment where an oxygen-free reference
measurement is impractical (e.g., a wind tunnel).
The pressure sensitive paint technique has been
developed as an alternative to removing the
oxygen from a wind tunnel or other experiment
environment.> ”®? Wind tunnel PSP imaging
experiments usually include a “wind-off” image
that is used as a reference. In the absence of air
flow, air pressure (and thus the partial pressure of
oxygen) is constant. In a temperature-controlled
experiment (one where the temperature is main-
tained constant between wind-off and wind-on
imaging), pressure p is measured relative to the
wind-off pressure p,, by the ratio of the fluores-
cence intensity I relative to the wind-off intensity

I, as shown in equation (3),
I 1+kp,.
= 3)
I, 1+kp

Accuracy and Error Assessments

Detailed uncertainty analyses of PSP mea-
surements have been published by Sajben and by
Donovan et al., both in 1993.> ® These articles
typically focus on the accuracy of the ratio de-
scribed in equation (3) from an observational
perspective, emphasizing that this is the greatest
source of error in the traditional PSP technique.
Oglesby et al. also address the issue of uncertainty
in PSP measurements, ascribing the Stern-Vol-
mer model as the chief source of error.*

The fundamental source of error in the Stern-
Volmer analysis of PSP data is based in the phys-
ics of the fluorescence behavior. A simplified
fluorescence model states that incident light of a
particular wavelength excites electrons of a fluo-
rescent molecular species to a higher energy state.
They decay to an intermittent state by vibrational
relaxation (transferring energy to a vibrational
mode) or by tunneling. Then relaxation back to a
ground state occurs with photon emission. In this
simple model, fluorescence decays exponentially
from an initial fluorescence intensity I, to zero at
a rate (in the absence of any quenching agents)

2

controlled by the decay lifetime z,. In practice
however, there are many other factors, most of
which are environmental, that effect fluorescence
decay. Quenching (interaction of the excited-state
fluorophore with other species) reduces fluores-
cent emissions. PSP analysis relies on the effect
of oxygen quenching on fluorescence to detect the
partial pressure of oxygen. However, an excited-
state species can undergo energy transfer by
mechanisms other than fluorescence and quench-
ing. Furthermore, fluorescence is affected by
chemical inconsistencies or impurities and matrix
effects of the solid-phase fluorophore. The result-
ing fluorescence decay is more accurately mod-
eled by a sum of exponentials rather than by a
single exponential.’

Another source of error in PSP experiments
lies with the imaging system. A CCD array is
subject to thermal noise, where charge accumu-
lates due to thermal energy rather than by pho-
tons incident on the sensor. Furthermore, since
the accumulated charge is digitized and read as a
discrete number of counts, there is error associ-
ated with the analog-to-digital conversion.
Minimization of error attributed to these factorsis
detailed in the discussion that follows.

Instrumentation

The items described in the following discus-
sion refer to a CCD camera system, model
1300YHS-DIF, manufactured by Roper Scien-
tific/Princeton Instruments, Inc. The hardware
components that comprise the imaging system
include a proprietary serial interface card in-
stalledin a PC, a camera controller unit connected
to the serial card, and a camera head. In addition
to the hardware items, user access to the imaging
system features and operations is gained through
the WinView/32 software package also provided
by Roper Scientific/Princeton Instruments, Inc.

Camera Controller

The controller receives timing signals either
from the computer or from external trigger sour-
ces and accordingly sends control signals to the
camera to begin and end image acquisition. After
images are acquired in the CCD array, the analog
image data is downloaded to the controller where
it is digitized and directed to the PC for storage as
adata file. Digitization is accomplished by a 12-bit
analog-to-digital converter such that the light
intensity recorded by a CCD pixel is rendered as
an integer ranging from 0 to 4095. The units of
digitized intensity are referred to as counts. The
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accuracy of the analog-to-digital converter as
reported by Roper Scientific is 1-1.6 counts RMS
and the linearity deviates by less than two per-
cent."”

Two connectors on the controller that are
used in the experiments that follow are theREADY
output and the EXT SYNC input. When the image
acquisition routine is started, the READY output
stays at a high TTL level until the camera is ready
to acquire data, then it goes low, at which time, a
TTL pulse applied to the EXT SYNC input initiates
image acquisition.

Double Image Timing Modes

A camera equipped with the double image
feature (DIF) offers three timing modes for gath-
ering sequential exposures. The operational
modes are described in Table 1. The timing mode
most appropriate to a particular experiment is
selected and configured in the WinView/32 soft-
ware.

Table 1 Dual image camera exposure timing modes

Timing
Mode Description
IEC * Exposure time for both images equal,
set in software.
Internal
Exposure * Second exposure also includes 8 ms for
Control shutter to close.
* Second exposure begins immediately
after first ends.
EEC * First exposure time determined by
External duration of external pulse.
Exposure * Second exposure time set in software,
Control plus 8 ms for shutter to close.
* Second exposure begins immediately
after first ends.
ESABI * Both exposure times are equal and set
Electronic in software.
Shutter * Second exposure also includes 8 ms for
Active shutter to close.
Between e Exposures triggered by separate
Images
external pulses.
* Separation time between exposures
can be set via separation of external
pulses.

Camera Head and CCD Architecture

The camera head encloses the CCD array, the
shutter mechanism, and the mechanical and
thermoelectric cooling components. The CCD
array is thermally coupled to a Peltier cooling

device that maintains the temperature of the
array. Heat removed from the CCD array is
dissipated by cooling fins on the camera housing
and by a low-vibration electric fan. The cooling
systemis designed to maintain the temperature of
the CCD at -15°C, thereby greatly reducing the
effects of thermal noise in the array. Thermal
noise decreases exponentially with temperature,
and this noise level is reduced by approximately
half per 6° reduction in temperature in the region
at which a CCD camera is operated (+25° to
_159).10

A DIF camera captures two consecutive and
separate images on the CCD chip prior to readout.
The CCD array used in the imaging system is an
interline transfer CCD, manufactured by Sony.
The CCD, model ICX061, is a %3-inch progressive-
scan image sensor. This CCD has 1300 horizontal
pixels and 1030 vertical pixels, and each pixel is
6.7 um square."

The ITCCD demonstrated in Figure 1 has
interlaced active columns and masked columns
and is fitted with a micro-lens array. Photoelec-
trons collected in the active columns are trans-
ferred to adjacent masked columns for readout.
Once the photoelectrons are in the masked col-
umn, referred to as the vertical register, they can
then be read from the array without serious
smearing effects and without adding further
photoelectrons that would be considered noise.'""?

Masked Active
C:}Qis Columns
0w
[
3}
S
A
jely]
Q
ot
©
O
B
o
>
v ‘{)ut
Horizontal Register
Fig. 1 Interline transfer CCD architecture

Also included in the ITCCD’s structure is a
variable speed, electronic shutter. The electronic
shutter provides a means to clear any accumu-
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lated photoelectrons and essentially reset the
photo-sensor prior to an exposure interval. And,
since the ITCCD has masked columns adjacent to
the active sensors, the exposure time can be
accurately controlled, resulting in a device does
not require a mechanical shutter.'?

In order to better facilitate discussion about
charge flow, the two dimensions x and z are
considered along the same axis, as illustrated in
Figure 2 (physically, the substrate is beneath the
sensor and register, hence the physical x direction
would be downward). This figure shows the
potential wells for the sensor, substrate, and
vertical register. Between the wells are electronic
barriers that prevent charge from moving. The
overflow drain (OFD) barrier prevents the charge
from moving from the sensor to the substrate, and
the readout gate (ROG) barrier prevents the
charge from moving from the sensor to the verti-
cal register. The OFD and ROG barriers are
controlled by the substrate voltage V,, and the
vertical register gate voltage V,, respectively.”

v, Incident Photons

Vertical !
Register ROG, Sensor

Zub

|
OFD, Substrate

2 e——————————— — — - — - » x

Y

Fig. 2 Simplified cross-sectional schematic of a single
interline transfer CCD pixel. Note by the axes that the
substrate is physically below the vertical register and
sensor.

Charge Flow Under Normal Operation

Figure 2 shows the configuration of an ITCCD
pixel from a systematic perspective. The follow-
ing treatment of charge flow is based on Figure 2.
A detailed discussion of semiconductor-controlled
charge manipulation in a pixel as implemented in
this hardware is available from Sony."*

In a normal image acquisition process, the
OFD barrier is initially lowered. This forces all
charge accumulated in the sensor to immediately
drain into the substrate. Thus, the electronic

4

shutter mechanism is controlled with the OFD
barrier.

Animage is then captured by raising the OFD
barrier. Once this barrier is raised, all photoelec-
trons are accumulated in the sensor area. After
the specified exposure time has elapsed, which
began when the OFD barrier was raised, the
charge packet accumulated in the sensor is shifted
to the vertical register by lowering the ROG
barrier.

The vertical register is covered by an alumi-
num mask that prevents photons from entering
directly into the vertical register. Charge must
first accumulate in the photo sensor area and then
transferred to the vertical register. The same is
true for the substrate, charge can be transferred
to the substrate from the sensor, but cannot be
created directly in the substrate.

After the charge packet is stored in the verti-
cal register, the ROG barrier is then raised, there-
by isolating the charge in the vertical register.
The OFD barrier is once again lowered to drain
new photoelectrons generated in the sensor.
Finally, the charge packet stored in the vertical
registeris transferred, along the y direction, out of
the CCD and digitized in the controller. While the
image is being read out of the array, the process
starts again and the next exposure is integrated in
the sensor.

Charge Flow Under Dual Image Operation

Based on the ITCCD architecture and the
previous discussion, the ITCCD can be used to
capture two separate images with a short tempo-
ral difference. As shown in Figure 2, incoming
photons are continuously converted to photoelec-
trons in the photo sensor area. The photoelectrons
in the sensor area can be transferred either to the
vertical register or to the CCD’s substrate by
actively controlling the ROG barrier and the OFD
barrier.

In order to capture two separate images, the
OFD Dbarrier is initially lowered to drain
photoelectrons into the substrate as they are
generated. When a trigger initiating the capture
of the first image is received at the controller, the
OFD barrier is raised and the ROG barrier is
simultaneously lowered. Photoelectrons gener-
ated in the sensor now migrate directly into the
vertical register. The ROG barrier remains in the
low position for the exposure time specified for
the first image.

After the first image exposure time has elap-
sed, the ROG barrier is raised. Depending on the
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configured timing mode (IEC, EEC, or ESABI) the
OFD barrier is either held at its high position or
once again lowered. If the OFD barrier is held at
its high position after the ROG barrier is raised,
the second image is stored in the sensor area
immediately after the first exposure has con-
cluded. In this case (IEC or EEC mode) the
temporal separation between the two images is
the time it takes to raise the ROG barrier, which is
approximately 200 ns."

When using the ESABI timing mode, the OFD
barrier is lowered as the ROG barrier is raised,
which concludes first image exposure time. A
second trigger, initiating the capture of the second
image, instructs the system to raise the OFD
barrier. Once the OFD barrier is raised, the
second image will be captured in the sensor area.
Thus, if there is an ESABI delay between the two
images (much larger than 200 ns) then photoelec-
trons accumulated during the interim between the
conclusion of the first exposure and the beginning
of the second exposure period are drained to the
substrate.

After the images are captured, the first image
is read from the chip and digitized in the same
manor as with a single exposure readout. Once
the first image has been read from the array, the
ROG barrier is quickly pulsed low, transferring
the second image, held in the sensor area, to the
vertical register. The second image is then read
from the chip and digitized.

The second image is captured and held in the
sensor area, which is continuously exposed.
While the first image is read from the array, any
additional photoelectrons, generated from addi-
tional incident radiation accumulate in the second
image. A mechanical shutter can be used to limit
the exposure time to approximately 8ms.

Double Image PSP Experiments

Two experiments were conducted at ISSI in
Dayton, OH. Both used the same laboratory
setup described as follows. A surface painted with
PSP was placed in a vessel where static atmo-
spheric pressure was varied. The sample was
illuminated with the frequency-doubled output
from a Nd:YAG laser. Sequential images were
acquired with the double-image feature using the
IEC and ESABI modes, where pressure and
exposure separation time were each varied.

Apparatus
The DIF camera head was fitted with a C-

mount/F-mount adaptor, to which a Nikon AF

b}

Micro-Nikkor 105 mm lens was attached. A
square of sheet aluminum painted with PSP was
held in a vacuum vessel. The PSP used was the
Pt(TfPP) from ISSI introduced earlier in this
work. The pressure inside the vessel was main-
tained by a computer-controlled PID feedback
system that controls a roughing pump easily
capable of varying the pressure between 10 and
100 kPa. The vacuum vessel was fitted with
viewports on two orthogonal sides for transverse
optical access. The camera was arranged to view
the PSP sample through one viewport while an
excitation source was directed through the other.
Fluorescence was induced by 532 nm light from a
frequency-doubled 10 Hertz Q-switched Nd:YAG
laser. Uniform illumination of the sample was
achieved by passing the laser through a 10 degree
light-shaping diffusion element, and an RG-645
colored glass filter in front of the camera lens
stopped the excitation light from entering the

camera. These components are illustrated in
Figure 3.
In-focus
@ depth of field

K2
T
1.

10 Hz, Q-switched, freg-
doubled (532 nm) Nd:YAG

2. 10 degree light-shaping
diffusion element

3. ISSI PSP sample
4. Vacuum vessel, PID control
5. RG-645 colored glass filter

6. Nikon AF Micro-Nikkor
105 mm, f/2.8 D lens

7. Roper Scientific 5-MHz
double image camera head

Fig.3 Double image camera apparatus configuration for
delay ramp and pressure ramp data.

Timing Configuration

The timing scheme used in these experiments
is illustrated in Figure 4. The components in this
figure include four DG-535 four-channel digital
delay/pulse generators manufactured by Stanford
Research Systems, an ORTEC 418A universal
coincidence box made by EG&G (this implements
the AND gate), and the camera controller from
Roper Scientific/Princeton Instruments, Inc.
Each DG-535 has two programmable outputs.
One is the A-B output and the other is the C-D
output. The programming for each channel used
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in this experiment and the trigger settings for all
four delay/pulse generators appear in Table 2.

DG-535 #1 AB DG-535 #3 J
| Trig
Il ™ - »
To Q-Switch
DG-535 #2
Trig To Flash Lamp
DG-535 #4
Ly Trig _]_|_ j—k

Fig. 4 Timing schematic for dual image experiments.

Table 2 DG-535 Channel Settings

DG-535 #1 DG-535 #2 DG-535 #3 DG-535 #4
Job 10 Hz Flash Lamp Q-Switch Frame Ctrl
Trig int ext ext ext
A-B JL r IL IL
A T+00 T+00  T+99.9ms T
100.006 ms
B A+10 s A+20 s A+10 s A+5 s
c-D JL u JL
c T+0.0 Not used A + 165 s A+90 15
D C+10 s C+10 s C+5us

The general idea behind this timing configura-
tion will be stated, where the details can be ob-
tained by concurrently studying Figure 4 and
Table 2. The Q-switch of the Nd:YAG laser re-
quires a 10 Hertz pulse train to maintain consis-
tent output intensity from one pulse to the next.
This is provided by DG-535 #1. The 10 Hertz
signal triggers DG-535 #2 which fires the flash
lamp, and also triggers DG-535 #3 which fires the
Q-switch.

Since there is some width to the 10 Hertz
signal in the frequency domain, the precise tem-
poral location of any one edge in the 10 Hertz
pulse train is not known with sufficient precision
that exposure sequences could be accurately
timed from it. Both images however are acquired
in less than 8.5 ms during the longest ESABI

6

sequence used in this experiment, where the 10
Hertz pulse train generates pulses separated by
approximately 100 ms. Therefore, the camera
controller is configured to produce a trigger at
some point between two of the 10 Hz pulses. The
temporal location of this forced trigger is known
with precision less than ten ns. It fires the Q-
switch and flash lamp, thereby producing a laser
pulse between two of the 10 Hertz pulses. The
forced trigger also signals DG-535 #4 to produce
IEC or ESABI triggers that initiate image acquisi-
tion.

The IEC and ESABI exposure modes were
used for double-image accumulations. The IEC
mode was used to acquire images with no separa-
tion while the ESABI mode allowed a separation
At, specified as appropriate for each experiment.
Figure 5 illustrates the ESABI timing mode; the
IEC mode is functionally the same as the ESABI
mode with At set to zero. In the software, t,,, is
specified and applies to both images, with the
understanding that 8 ms is added to the second
exposure duration. Thus ift,,, = 10 us (as in the
following experiments), the second exposure is
8.01 ms.

m, = [ f,®dt

0t t,

t, [usl]

Fig. 5 ESABI double image acquisition of exponential
fluorescence decay. Each exposure represents the
integrated fluorescence over the duration of the exposure.
Under the ESABI setting, the first exposure is 10 s and the
second is 8.01 ms. The ESABI mode with a separation At =
0 is behaviorally the same as the IEC mode.

PSP Image Data Acquisition

The apparatus described by Figure 4 and
Table 2 was used to acquire image data for both
experiments. Figure 6 shows a pair of PSP im-
ages. Note that the printed quality of Figure 6 is
of significantly lower spatial and grayscale resolu-
tion than the image data stored in a WinView/32
file (1300 pixels X 1030 pixels X 4095 counts).

For both experiments, the ESABI (or IEC as
appropriate) exposure duration was set to 10 us in
the WinView/32 software. Therefore, the first
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exposure is 10 us and the second exposure is 8.01
ms (10 us + 8 ms for the shutter to close) for all
image pairs.

Another system parameter of importance and
common to both experiments is the ADC OFFSET
value specified in the WinView/32 software. This
parameter offsets the readout voltage (proportion-
al to the CCD charge values) by a fixed, constant
amount. The purpose of this is to prevent a loss of
resolution at extremely low light levels where the
analog-to-digital converter might convert mean-
ingful variations to digital zeros. Potentiometers
on the back panel of the controller also provide
background offset adjustment. The offset value in
the software roughly corresponds to the number
of counts to offset each pixel, but Roper Scientific
states that the actual offset is arbitrary and not of
consequence, unless it exceeds 100 counts. The
manual accompanying the camera system recom-
mends that the default settings not be changed
unless the offset exceeds 100 counts. It also
suggests that the offset be measured and sub-
tracted as background.'

Background images were acquired in order to
compensate for this ADC OFFSET. Without trig-
gering a pulse from the laser, image pairs were
acquired where At = 0 (in IEC mode) and At = 100
us (in ESABI mode). Background image pairs at
these temporal separation settings were collected
at 10 and 100 kPa. The mean pixel intensity for
each image was calculated in the WinView/32
software, and the mean values were themselves
averaged. The average pixel reading with no light

entering the camera was measured as approxi-
mately 94.3 counts, with a standard deviation of
approximately 1.3 counts. This measurement
demonstrated no variation with pressure, expo-
sure time, or exposure separation. In order to
compensate for this offset, a value 0of 94.3 counts is
subtracted from all pixel intensity values prior to
analysis. Since the background measurement also
includes signal levels due to thermal charge,
background subtraction also has the effect of
removing most of the background noise due to
thermal charge accumulation.

All image data was stored in the native binary
format of the Roper Scientific, Inc.’s WinView/32
software. Each file contains two images where
each image is 1300 pixels horizontally by 1030
pixels vertically, and each pixel intensity varies
between zero and 4095 counts, rendered on-
screen as gray levels.

Once the image files were generated, the
WinView/32 software was used to calculate the
average pixel intensity over the in-focus portion of
each image. Specifically, the mean gray level
pixel value on {340 < x < 810} x {0 <y < 1030}
was calculated for each image. It is emphasized
that while the calculations that follow were per-
formed on averaged intensity values, they could
also be performed on corresponding pairs of
individual pixels.

The ADC OFFSET value of 94.3 counts was
subtracted from each mean intensity, giving the
values m; and m, represented by the shaded
regions in Figure 5. This figure illustrates the

1030 . I . ——
RS A ;
824 :
618
412
206
1
'57'6 660 916 QO A ,brzf:) ‘(‘)60 oj\cb '\’.’)QQ
a. b.
Fig. 6 Two sequential PSP images at 10 kPa acquired by the DIF camera. The first exposure (a.) is 10 s and the second

exposure (b.) is 8.01 ms (10 zs + 8 ms). This pair of images was acquired in IEC mode where the separation At between the
two images is zero, and therefore the second exposure began immediately upon completion of the first. It is visually apparent
that the depth-of-field limits the in-focus region to approximately 340 < x < 810 on the horizontal pixel scale shown.

7
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notion that the fluorescence intensity decays in an
exponential fashion from some initial brightness
I, to zero.

Multi-Exponential Fluorescence Decay Model

For the first experiment, a set of image pairs
was used to calculate a more precise mathemati-
cal model of the fluorescence decay at two static
pressures. At pressures of 10 kPa, and repeated at
100 kPa, a sequence of image pairs was acquired
where the temporal separation At was incre-
mented from 0 to 100 us in steps of 20 us. The IEC
mode was used to acquire images where the
separation time At = 0, and the ESABI mode was
used for image separation times At > 0.

The fluorescence decay functions at 10 and
100 kPa will be represented respectively as f,,(t)
and f,(t), and will be expressed as summed
exponentials. Using this as the basis for the
model, the measured values m, and m, at a pres-
sure p represent the integral of the decay function
f,(t) from 0 to 10 ws and from t, to t, (8.01 ms),
respectively.

The difference between successive secondary
exposures was calculated, as illustrated in Figure
7. This figure demonstrates that the difference
between two secondary exposures represents the
integrated fluorescence over a partition of the
decay curve. For example, consider the secondary
images collected where At = 40 us and At = 60 us.
One image represents the fluorescence decay
function integrated from t, = 50 us to t, and the
other represents the fluorescence decay function
integrated from t, = 70 us to t. The difference
between the two represents the fluorescence
decay function integrated from 50 us to 70 us.

| Exposure: t,=t, <t<t,
I

\/

| Exposure: t,=t;<t<t
I

— Difference: t, <t <t,

\

. t, [us]

Fig. 7 Difference scheme for partitioning integrated
exposure data.

Calculating differences in this manor leads to
a list of values representing the integrals of the
fluorescence decay function f,(t) over partitions
{(10, 30), (30, 50), (50, 70), (70, 90), (90, 110) us}.

8

Additionally, the average of first exposure values
at each At is used to represent the integral of f,(t)
on the interval (0, 10) us. Two such lists were
calculated, one for data at 10 kPa and the other for
data at 100 kPa.

A standard numerical midpoint integral
approximation was then applied to each
partition.”” By this approximation, each value can
be divided by the partition width and the result is
a list of six data points on the curve f,(t) for each
pressure p. The approximated partition areas are
illustrated in Figure 8.

g \.
: : \m
0 10 30 50 70 90 110 [us]
Fig. 8 Midpoint integral approximation of integrated

fluorescence decay function partitions.

Since in practice fluorescence decay is best
modeled as a sum of several exponential func-
tions,” the list of data points shown in Figure 8
was fit to the functional form in equation (4),

£, = DI em @
=1

where n is the number of exponential terms to
which data points are fit. The parametersI; and
were obtained by implementing the Levenberg-
Marquardt algorithm (a least-squares algorithm
that fits data to a nonlinear function) in
Mathematica. A detailed discussion of the Leven-
berg-Marquardt algorithm was published by
Bevington and Robinson in 1992 The data
points were fit to sums of two and three exponen-
tials to compare accuracy. Equation (5) shows the
symbolic form with coefficients and time con-
stants calculated by the nonlinear fit to two expo-
nential terms,

fro(t) =48 o 1104 4 g omt/418
Froo(t) = 937112 4 21¢71/277
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where the time constants are in us and the units of
the fluorescence intensity coefficients are CCD
counts per us (the units of the coefficients will be
discussed presently). Equation (6) shows the
results of the nonlinear fit to three exponential
terms,

fio(t) = 617128 1537570 _3 6 o t/10°
(6)
Fio0(t) = 987115 11671320 — 019e-4/10°

where again, the time constants are in us and the
coefficients have units of counts/us.

Because m, and m, represent CCD counts, so
too does f £,(t) dt have units of counts. Therefore,
the units of f;,(t) and fj,(t) are counts per unit
time. Counts are proportional to the charge
accumulated in a CCD pixel and therefore repre-
sent photon intensity integrated over time. Thus,
the fluorescence decay expressions f,(t) in equa-
tions (5) and (6) are proportional to the fluores-
cence intensity as a function of time.

The fit to two exponential terms in equation
(5) is more accurate from a physical interpreta-
tion. This is because three-exponential functions
at 10 and 100 kPa both include terms with a
negative coefficient and time constants of 100 ms.
The effect of these terms on the analytical func-
tions is that both become negative (at t = 142 us
for the 10 kPa curve, and at t = 153 us for the 100
kPa curve) and asymptotically approach zero from
the negative side of the horizontal axis. Negative
fluorescence intensity has no physical meaning,
and thus the functions obtained by fitting the data
tothe three-exponential form are invalid. The two
expressions for fluorescence decay in equation (5)
are plotted in Figure 9.

In order to verify these two functions, they are
integrated to generate values corresponding to
those from the set of second exposures. That is to
say, since the second exposure from each pair of
images represents the intensity integrated from t,
to t; (m,—see Figure 5), calculating the integrals of
the two functions f(t) in equation (5) from t, to ¢,
provides a direct comparison of the symbolic form
to the values measured at each pressure.

Figure 10 shows measured values m, plotted
by symbols at corresponding values of t,. It also
shows as curves the fluorescence intensity func-
tions integrated from t, to t; plotted as t, was
varied. This plot verifies the accuracy of the two
fluorescence decay models.
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Fig.9 Modeled exponential fluorescence decay functions
f1(@®) (fluorescence decay at 10 kPa) and f,,,(t) (fluorescence
decay at 100 kPa).
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Fig. 10 Fluorescence decay integrated from t, to t,(8.01
ms), plotted as a function of t,. The discrete points labeled
m, (at 10 kPa and 100 kPa) represent second-exposure values
plotted at corresponding ESABI t, values, as defined in
figure 5. The solid and dashed curves are calculated from
the f,(t) functions to illustrate the accuracy of the
fluorescence decay model.

Direct Pressure Measurement

For this experiment, the pressure was varied
from 10 kPa to 100 kPa in steps of 20 kPa. Image
pairs were acquired at each pressure using the
ESABI mode of the DIF camera with At = 20, 50,
and 80 us. The fluorescence decay was approxi-
mated by a single exponential function, so that a
decay time constant 7 could be calculated from
each pair of images. The error introduced by this
approximation will be addressed.

By assuming a single exponential fluorescence
decay, the integral expressions for m, and m, in
Figure 5 can be calculated as shown in equations

(7) and (8),

m, =J:IIO e_t/Tdt=IOT(1—e_t1/T) )
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ty - —tg /T
m2=jt2 Iye /" dt=1I,e "/

®

where I is the fluorescence intensity at t = 0, and
t,> rso that Exp[-t,/ 7] = 1. Sincet = 0 marks the
start of the first exposure, t; = 10 us. The ratio of
equations (7) and (8) is shown in equation (9),

m _ etz/f
my

_ eAt/r ©

where t,, At, and rhave units of us and At =t,-10
us. Thus, given the measured values m; and m,
where the second exposure commenced at a time
At after the first exposure ceased, 7 can be ob-
tained by numerically solving equation (9). Values
for the time constant 7 were calculated from
image pairs acquired at each pressure and expo-
sure separation time. The results are plotted in
Figure 11; note that the horizontal pressure axis is
logarithmic.

A significant feature of the graph in Figure 11
is the fact that relationship between the pressure
and the fluorescence decay time constant shifts
vertically according to the exposure separation
time At. This is the effect of error introduced by
the one-exponential approximation. The cause of
the error is best explained by comparing the more
accurate decay function in equation (5) to the
results plotted in Figure 11. For example, con-
sider the 10-kPa fluorescence decay function in
equation (5): f,,(t) = 48 e104 4 64 418 There are
two terms signified by two time constants. Con-
sidered separately, the first term with the shorter
time constant decays to one percent of its initial
value at t = 47.9 us. The second term with a
greater time constant decays to one percent of its
initial value at t = 193 us. The effect of this onm,
(i.e., on an integral from t, to t,) is that for greater
values of t,, the contribution by the short-lived
component is small. Thus, the integrated fluores-
cence decay is dominated by the second, longer-
lived exponential component for large values of t,,.
For smaller values of t,, the integral includes a
more significant contribution from the short-lived
exponential term.
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Fig. 11 Single-exponential time constants expressed as a

function of pressure at three ESABI separation times. Note
that the horizontal pressure scale is logarithmic.

This can be related to the single exponential
approximation of the fluorescence decay. The
time constant obtained by this approximation will
be a weighted average of the two time constants
observed in the two-exponential decay function.
The weighting comes from the significance of
each component over the two integrated regions
m, and m,. In other words, as At is increased, the
contribution to m, by the short-lived exponential
term decreases, and the approximation more
closely resembles the long-lived term. As At is
made smaller, the contribution from the short-
lived exponential term becomes more significant,
and the approximation yields a smaller value of 7.
This is evident in Figure 11, where the value of ¢
increases (shifts the line vertically upward) with
increased At.

The vertical displacement of curves in Figure
11 demonstrates error in a single-exponential
model of fluorescence decay. However, while the
approximation is not accurate for the purposes of
modeling the fluorescence decay, the time con-
stant given by the approximation at a particular
ESABI interval At is consistent with respect to
pressure. Figure 11 shows that the relationship
between the decay time constant and natural
logarithm of the pressure is approximately linear
for a given At. As a result, the time constant
obtained from a single-exponential approximation
of the fluorescence decay can be used to calculate
pressure.

Each of the three data sets plotted in Figure
11 was fit to the symbolic form #p) = a - b In p.
Values for the parameters a and b at each At were
obtained by implementing the Levenberg-Mar-
quardt algorithm with all three sets of data points.
The resulting expressions were then algebraically
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manipulated to obtain the p(7) relationships
shown in equation (10),

694e /" kPa; At =20us
p(1) =41040e 7" kPa; At=50us (0
1610 7™ kPa; At=80us

where ris in us.

To conclude, this application of the DIF
camera to PSP measurements begins by acquiring
double-image data such as that in Figure 11,
specific to the PSP to be used in an experiment.
The points at a particular ESABI separation At
are fit to a single exponential. This gives a rela-
tionship between the time constant 7 and the
pressure p. Once this relationship is established,
DIF image pairs of a dynamic pressure system can
be acquired. Absolute pressure can then be
calculated on a per-pixel basis from each image
pair directly, with no need for wind-off measure-
ments.

Phase Measurements With An ITCCD

In addition to dual image operation, recent
laboratory studies at CSM have shown that the
ITCCD can also be used in resolving phase.
Homodyne and heterodyne processes are very
similar frequency translation processes. The
difference between the two schemes lies in the
frequency of the local oscillator used for fre-
quency translation. Homodyne detection utilizes
a local oscillator that has its frequency and phase
terms matched to a modulated input signal. Thus,
the input signal is convolved down to a dc compo-
nent, and only the magnitude information is
retained.”

The heterodyne receiver mixes a modulated
input signal with a sinusoidal function that has a
frequency term that is different than the modula-
tion, carrier frequency. By sampling the input,
modulated at a carrier frequency f, with a sinusoid
at a sampling frequency f, that differs from f,, the
input information is convolved down to an inter-
mediate frequency (IF). The IF is the difference
between the modulation frequency f,, and the
sampling frequency f.. Since the input has been
translated to a different, lower frequency (above
dc), both magnitude and phase information are
preserved.'®

The ITCCD architecture can also be used in a
continuous time, heterodyne mode. Essentially,
the ITCCD can be operated as a natural sampler
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at a particular sampling frequency f.. Rather than
capture a single exposure in the vertical register,
as illustrated in Figure 2, multiple exposures can
be integrated into one image, which is held in the
vertical register. Integrating multiple exposures
at the sampling rate f, into the vertical register is
accomplished by pulsing both the ROG barrier
and the OFD barrier at the sampling frequency f,
and an exposure time 7. The two barriers are
operated a half cycle out of phase from each other
so that when one barrier is high the other is low.

The sampling process can be modeled as the
natural sampling function q(t),

qt) =y, D Sa(zny,)e’> " an

n=—o

where ¢, is the duty cycle and j = \/—_1 . If two
inputs m(t) and f(t) are present and they are at the
same frequency but have different phase compo-
nents, then the phase differences can be resolved
at the output of the imaging system. Since the
inputs are optical, a dc term A, is added to the
definitions.

m(t)=A,+A, cos(2x f,t+6,) 12)

fW)=eA,+eA,cos|2af,t+0, +9,)] a3

The natural sampling function q(t) is com-
prised of a de component, the fundamental sam-
pling frequency component, and all the odd
harmonic components. The higher order harmon-
ics however will be filtered out by the frame rate
of the imaging system, which acts as a lowpass
filter. Using a framing period T}, the filtering
process produced by the system’s frame rate can
be modeled as a sample and hold function, which
has the power transfer function |H,, |

|Hsh( f)|2 = ‘Sa(n fo)‘2 (14)

Thus, after mixing the modulated input with
the natural sampling function, the higher order
frequency components will be filtered out and
only the dc component and the IF component f;
remain. The magnitude and phase information is
contained at the IF.
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m(t)q(t) = Ccos(2n f;t+6,,) (15)

f&)qt) = C, cos[2n fit+(0,,+9,)]  a®

If for example, the input m(t) is a modulated
cw laser used as an excitation source, and the
input f(t) is the resulting fluorescence from a PSP
experiment, then the phase difference between
the two signals can be determined. The phase
difference can then be utilized with lifetime
technique calculations to determine pressures and
temperatures. An experiment where this is
implemented is presently being planned.

Concluding Remarks

Significant advances in CCD camera technol-
ogy have been made in recent years. A commer-
cially available product provides the ability to
acquire high-speed sequential images with ex-
tremely precise timing. Initial experiments have
also demonstrated that an ITCCD can also be
used as a heterodyne detector to resolve a signal
phase.

A PSP experiment featuring the double-image
system was conducted. Analysis of data taken
over a range of static pressures demonstrated the
ability to calculate pressure directly from image
pairs without the need for “wind-off” reference
images. Double-image data as the temporal
separation between images was varied was also
acquired. Analysis of this data demonstrated the
ability to produce more elaborate models of PSP
fluorescence decay.

Further double image and heterodyne experi-
ments are planned.
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